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Existing hardware accelerators for deep learning
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Why PIM?
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Why PIM benefits NN?
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Illustration of mapping filter weights to a crossbar array used in the architecture of 
ReRAM-based accelerators. BL: bitline; WL: wordline; OU: operation unit. 

Mapping Filter Weights of DNNs in crossbar-
based Accelerators 



Design in ISAAC: simplifying the ADC
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[Never drop bits]
Distribute the computation:

ØAcross time
ØAcross multiple columns in a xbar
ØAcross multiple xbars
ØUse an encoding trick
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ISAAC
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ISAAC: Pipeline
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ISAAC Design space

Optimize:
Ø CE: Computational Efficiency is represented by the num- ber of 16-bit 

operations performed per second per mm2 (GOPS/s ×𝒎𝒎𝟐).
Ø PE: Power Efficiency is represented by the number of 16-bit 

operations performed per watt (GOPS/W).
Ø SE: Storage Efficiency is the on-chip capacity for synaptic weights per 

unit area (MB/ 𝒎𝒎𝟐).

EIE(ISCA’16):

ØPeak Thruput: 3TOPs/s

ØStorage: 80MB (8MB)

Many large xbars; few ADCs;

Peak Thruput: 10 TOPs/s;

Storage: 1.7 GB

Balanced use of xbars and ADCs;

Peak Thruput: 45 TOPs/s;

Storage: 63MB
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Research on ReRAM-based PIM

ReRAM-based ANN Architectures:

ØMapping NN to ReRAM
ØArchitectures for NN inference
ØArchitectures for NN training
ØMCA-aware pruning strategy
ØReconfigurable architectures
ØReducing overhead of analog implementation

ReRAM-based PIM Techniques 
Ø Arithmetic and logical operations
ØData search operations
ØGraph-processing operations
ØApproximate computing approaches
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Thanks


